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Abstract

We describe the shared task for the
CLPsych 2018 workshop, which focused
on predicting current and future psycho-
logical health from an essay authored in
childhood. Language-based predictions of
a person’s current health have the poten-
tial to supplement traditional psychologi-
cal assessment such as questionnaires, im-
proving intake risk measurement and mon-
itoring. Predictions of future psychologi-
cal health can aid with both early detection
and the development of preventative care.
Research into the mental health trajectory
of people, beginning from their childhood,
has thus far been an area of little work
within the NLP community. This shared
task represents one of the first attempts to
evaluate the use of early language to pre-
dict future health; this has the potential to
support a wide variety of clinical health
care tasks, from early assessment of life-
time risk for mental health problems, to
optimal timing for targeted interventions
aimed at both prevention and treatment.

1 Introduction

The ability to accurately predict current and future
psychological health could be transformative in
providing more personalized and efficient mental
health care. Currently, the mental health care in-
dustry is strained and overworked, and many con-
ditions are on the rise among certain populations.
For example, suicide rates are climbing among
veterans (USDVA, 2016) and youths (CDC, 2017).

Data-driven linguistic analysis offers a particu-
larly attractive complement or alternative to tradi-
tional risk assessments, particularly in a clinical
setting. Language analysis is often relatively fast

and easy to conduct at scale. Further, whereas tra-
ditional risk assessments are typically limited to
capturing one or a few psychological factors, lan-
guage analysis has the advantage of being theoret-
ically unlimited in what it can capture. By eval-
uating the relationship between linguistic markers
and lifetime health outcomes, such research may
provide benefits for intake assessment, monitor-
ing, and preventative care.

Computational linguistics has now shown
strong potential for aiding in mental health as-
sessment and treatment. With few exceptions
(e.g. De Choudhury et al. (2016), Sadeque et al.
(2016)), work thus far from the NLP community
has focused on predicting current mental health
from language, and most exceptions have still only
looked at the short-term future. While such re-
search is valuable, predictions about the long-term
future can aid with another class of applications:
the understanding of early life markers and devel-
opment of preventative care.

Here we describe the CLPsych 2018 shared
task, the purpose of which is to evaluate multi-
ple methods for analyzing linguistic markers as
a signal for current and future psychological out-
comes (i.e. risk assessment). We present three
tasks centered around this goal: Task A focuses
on cross-sectional psychological health at age 11,
based on essays written at childhood. Task B uses
these childhood essays to measure psychological
distress across multiple life stages. Finally, the In-
novation Challenge seeks to predict language used
forty years in the future.

The data for this work comes from the Na-
tional Child Development Study (Power and El-
liott, 2006), a unique British study which follows a
single, nationally-representative cohort of individ-
uals over a sixty-year period starting at birth. The
data available to shared task participants includes
over ten thousand anonymized childhood essays,
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measures of psychological health taken at regular
intervals, and adult writing at age 50, all collected
as part of the NCDS study.

Related Work. Relatively little work has
been done on future mental health predictions.
De Choudhury et al. (2013) examine depression
in individuals by analyzing social media signals
up to a year in advance of its reported onset. Sim-
ilarly, De Choudhury et al. (2016) aims to identify
individuals who are likely to engage in suicidal
ideation in the future. Sadeque et al. (2016)
predict whether posters on a mental health forum
will leave the forum within a particular (one,
six, or twelve month) time frame. In addition to
these cases, some have used temporal information
within cross-sectional analyses. Zirikly et al.
(2016), for example, use timestamp data to help
classify the severity levels of posts to a mental
health forum. Loveys et al. (2017) explore mental
health within the context of micropatterns, or
sequences of posts occurring within a small time
frame. The goal of this shared task is to predict
mental health not only at the time of writing, but
years or decades into the future.

2 Data Set

This shared task seeks to use childhood language
to predict aspects of mental health at ages 11, 23,
33, 42, and 50. The data for this task comes from
the National Child Development Study (Power
and Elliott, 2006) — also known as the 1958
British Birth Cohort Study — which follows a
cohort of all children born in a single week in
Great Britain, beginning in March 1958 and con-
tinuing until the present day. The study addi-
tionally includes a number of children who were
born during the target week and who immigrated
to Great Britain at or before age 16. This cohort
has been followed since their birth and have been
surveyed at various points in their life to monitor
their progress across a wide range of life domains
including their mental health.

Psychological health at age 11. The measure
of psychological health at age 11 selected for
this task was the Bristol Social Adjustment Guide
(BSAG) (Stott, 1963; Ghodsian, 1977), as re-
ported by the participants’ teachers. The BSAG
includes twelve subscales, plus a total score, that
measure different aspects of childhood behav-
ior. For example, teachers were asked if the stu-

Figure 1: Example of an essay written by an
NCDS participant at age 11, imagining where they
saw themself at age 25.

dents displayed characteristics such as “does not
know what to do with himself, can never stick at
anything long” or “miserable, depressed, seldom
smiles”. For the purposes of the shared task, we
focused on the total BSAG score, as well as anx-
iety and depression subscales in order to mirror
previous CLPsych tasks.

Psychological distress across the lifetime. The
Malaise Inventory (Rutter et al., 1970) is a mea-
sure of psychological distress, used to measure
mental health of the cohort participants as adults,
at ages 23, 33, 42, and 50. These scores represent
the total score on a 9-item scale, where a value at
or above 4 is the commonly adopted cutoff indica-
tive of depression. The 9 items are:

Do you feel tired most of the time?
Do you often feel depressed?
Do you often get worried about things?
Do you often get into a violent rage?
Do you suddenly become scared for no good reason?
Are you easily upset or irritated?
Are you constantly keyed up and jittery?
Does your heart often race like mad?
Does every little thing get on your nerves and wear you
out?

Essays. At age 11, participants were asked to
write a short essay on where they saw themselves
in the future according to the following prompt:

Imagine you are now 25 years old.
Write about the life you are leading,
your interests, your home life and your
work at the age of 25.
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# Train # Test Mean

Task A (Age 11)
Anxiety 9146 993 0.47 (1.03)

Depression 9146 993 1.01 (1.47)

Total 9146 992 8.03 (8.49)

Task B (Across Lifespan)
A23 Distress 7060 754 1.11 (1.47)

A33 Distress 6483 677 0.95 (1.50)

A42 Distress 6402 689 1.49 (1.79)

A50 Distress — 586 1.42 (1.86)

Innovation Challenge (Age 50)
Essays 4235 458 —

Total 9217 1000 —

Table 1: Number of training and testing instances
available across all outcomes. Age 11 essays were
provided for all instances. Mean (along with stan-
dard deviation) is based on the test data. Partici-
pants were not provided with training data for age
50 distress in order to measure out-of-sample per-
formance.

These essays, in which childhood language cap-
tures the author’s thoughts towards the future, are
the primary focus for predicting lifetime mental
health in this shared task. At age 50, partici-
pants were given a similar prompt to write about
where they saw themselves at age 60; these were
included as part of the Innovation Challenge de-
scribed in Section 3.

Figure 1 shows an example of the age 11 essays.
Below is an excerpt from one of the digitally en-
tered age 50 essays.

Hopefully I will still be in good health.
I will have moved to a smaller prop-
erty and will have paid off my mortgage.
Making my financial position more com-
fortable. I anticipate I will still be work-
ing, probably still full time.

Controls. Two non-linguistic variables were in-
cluded as controls — variables known to be im-
portant for childhood language and also to relate to
current and future mental health which, therefore,
are desirable to out-predict. These included bio-
logical sex and childhood social class, according
to the father’s occupation (Elliott and Lawrence,
2014). The NCDS data is rich with other child-
hood variables (such as cognitive exams). How-
ever, as we ultimately hope this task motivates

more and more development of language-based
assessments, we decided not to start with a “high-
bar” in terms of controls to out-predict, but rather
controls that are almost always available in some
form.

Table 1 shows the size of the training and test
sets across all outcomes. This dataset was cho-
sen such that all instances contained an age 11 es-
say with at least 50 words, but one or more men-
tal health outcomes may be missing. The test set
was selected randomly and was released to shared
task participants approximately one month after
the training set with one week to produce predic-
tions.

Privacy Considerations. Every effort had been
made in the original study to anonymize the data.
However, even de-identified data used for research
purposes must obtain human subjects review at
one’s home institution. In the US, many university
ethics boards already specifically list the NCDS
data as “exempt” under the revised common rule,
but only an institutional review board (IRB) can
make the final decision.1 Within manuscript sub-
missions, all participants were required to affirm
that they have had an appropriate review com-
pleted at their home organization. Participants
were provided with a Template Letter containing
information about the dataset in order to make the
IRB process smooth for those who had not pre-
viously done research involving human subjects
review. The Stony Brook University Institutional
Review Board found the research analyses con-
ducted by the authors of this manuscript to qualify
as exempt.

3 Task Definitions

The shared task consisted of two subtasks, Task A
(Cross-Sectional Psychological Health) and Task
B (Future Psychological Health), which were de-
signed to target both latitudinal (i.e. at the same
time, across individuals) and longitudinal (i.e. as-
sessed in the future) mental health prediction. In
addition, teams were given the option to partici-
pate in the Innovation Challenge on Future Psy-
chological Language Generation. Participants
could choose which tasks to submit to.

1https://www.hhs.gov/ohrp/regulations-and-
policy/regulations/finalized-revisions-common-
rule/index.html
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3.1 Task A: Cross-Sectional Psychological
Health

Task A involves an essay-based psychological as-
sessment of a person’s mental health at the time
of writing, answering the question of what a per-
son’s language says about their current psycholog-
ical health. For this task, participants were asked
to predict the age 11 anxiety, depression, and total
BSAG scores. They were provided with the age 11
essays and the socio-demographic controls (gen-
der and social class), as well as the BSAG scores
of the training set.

3.2 Task B: Future Psychological Health

Task B addresses the question of how well one
predict, based on the childhood essays written at
age 11, what a person’s psychological health will
be at different stages of life. Shared task partic-
ipants were asked to predict the age 23, 33, 42,
and 50 psychological distress scores. As in Task
A, they were provided with the age 11 essays and
socio-demographic controls. However, although
they were given the training set psychological dis-
tress scores at ages 23, 33, and 42, the scores at age
50 were intentionally withheld. This was done in
order to create an outcome that was out-of-sample
across both people and time, roughly simulating a
situation where one makes future predictions (i.e.
forecasts) when the outcome has not yet happened.
Participants were given the option of whether or
not to submit age 50 predictions.

3.3 Innovation Challenge: Future Language
Generation

One of the limitations of traditional psychologi-
cal assessments is that they typically only cap-
ture one or a few psychological factors. In con-
trast, language has been shown to capture many
aspects of an individual (Pennebaker, 2011; Cop-
persmith et al., 2014; Schwartz and Ungar, 2015;
Kern et al., 2016), making language-based as-
sessments an attractive compliment or alternative.
Language generation tools for mental health could
indicate whether an individual is likely to produce
signs of mental distress in future, e.g. “I want to
end my life.” Should language generation tools
be adequately reliable and valid indicators of fu-
ture mental health states, these tools could serve
as a means of identifying individuals who could
be targeted for early intervention or preventative
treatments. The Innovation Challenge is a difficult

task intended to motivate methods that move the
field towards using more open-vocabulary outputs
in psychological predictions.

At age 50, the NCDS participants were asked to
write a short essay on where they saw themselves
ten years in the future — similar to the essays they
wrote at age 11. The goal of the Innovation Chal-
lenge is to use the age 11 essays to generate the
language used in the age 50 essays. Shared task
participants were provided with the age 11 essays
and controls of the training and testing instances,
as well as the age 50 essays from the training set.

4 Evaluation

In this section, we describe the official metrics
used for evaluating the shared task. We also
present the baseline systems developed by the
shared task organizers against which to compare
the participants.

4.1 Tasks A and B
For Tasks A and B, the official metric used for
ranking submissions was a disattenuated correla-
tion based on the Pearson Product-Moment Corre-
lation Coefficient (Spearman, 1904) between the
predicted and actual mental health outcomes. This
metric, though isomorphic to a Pearson correla-
tion, accounts for measurement error and there-
fore produces values with larger variance, mak-
ing it easier to draw comparisons between sys-
tem performances. We take the measurement er-
ror from literature on the reliability of the adult
psychological distress measure (rmeas1 = 0.77;
Ploubidis et al. (2017)) and of similar, language-
based prediction measures (rmeas2 = 0.70; Park
et al. (2015)). The metric is thus:

rdis =
rPearson√

rmeas1 · rmeas2

In addition to the disattenuated correlation, we
also report the Mean Absolute Error (MAE) for all
outcomes, as it is common to use methods that op-
timize error-based metrics. MAE provides another
interpretation of accuracy — on average, how far
were predictions off from the real predictions (see
Table 1 for descriptives; a 9-point scale in the case
of Task B).

For Task A, participants were asked to predict
the age 11 anxiety, depression, and total BSAG
scores. The disattenuated Pearson correlation of
the total BSAG score was used for overall system
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Methods Used Unique Attributes

NN LR SVR E

Task A
Çöltekin et al. X Only word and character n-grams
Guntuku et al. X X LDA topics

Liu et al. X Data preprocessing
Simchon & Gilead X Gaussian GLM

TTU X Mixed effects w/ gender, social class intercepts
UGent – IDLab 1 X X X X RNN, boosting techniques
UGent – IDLab 2 X X

UKNLP 1 X X X Ensemble of CNNs + Ridge over n-grams + LIWC
UKNLP 2 X X Ensemble of CNNs + spectral loss over LIWC

Task B
Çöltekin et al. X Only word and character n-grams
Guntuku et al. X X LDA topics

Liu et al. X Data preprocessing
Radford et al. 1 X Spell-corrected words
Radford et al. 2 X Syntactic, entity, expert features

Simchon & Gilead X Time series analysis for age 50 predictions
TTU X Mixed effects w/ gender, social class intercepts

UKNLP 1 X X X CNN + N-Grams + LIWC
UKNLP 2 X X CNN + LIWC

Table 2: Attributes of participant systems for Tasks A and B. Overall, there were eighteen submissions
from eight teams. Methods used are Neural Networks (NN), Regularized (i.e. Ridge, Lasso, ElasticNet)
Linear Regression (LR), Support Vector Regression (SVR) and Ensemble Techniques (E).

rankings. For Task B, participants predicted the
psychological distress scores at ages 23, 33, 42,
and, optionally, 50. In order to rank participants,
we took the mean of the disattenuated Pearson cor-
relation across the age 23, 33, and 42 predictions.

4.2 Innovation Challenge

To evaluate the Innovation Challenge we compute
the BLEU Score (Papineni et al., 2002), a measure
commonly used for evaluating machine translation
models, between the generated age 50 essay and
the actual essay. We then report the average BLEU
score across all documents. However, BLEU is not
a perfect metric for this task. First, it was intended
to be used to compare entire corpora, not individ-
ual documents as we do here. Second, this score
was designed for machine translation, which our
task is not. Instead, we are trying to predict a per-
son’s response to an open-ended prompt, based on
their response to a similar prompt forty years prior.

For these reasons, we employ a second metric
for evaluation based on the semantic similarity be-
tween the predicted and actual essays. Here, we

represent each age 50 essay using document-level
embeddings — computed as the average embed-
ding for all words in the document — and measure
the cosine similarity between the generated es-
say’s embedding and that of the actual essay. The
word-level embeddings are Word2Vec (Mikolov
et al., 2013) embeddings learned from the age 50
essay training set; words that appeared less than
ten times were replaced with an out-of-vocabulary
token. This approach is similar to that of Garten
et al. (2017), which uses embeddings to capture
semantic similarity when applying psychological
lexica. It’s also similar in motivation to met-
rics like TERp (Snover et al., 2009) and ME-
TEOR (Denkowski and Lavie, 2014) which lever-
age semantic similarity for evaluating language
generation. For this metric, we report the average
cosine similarity across all essays.

4.3 Baseline Systems

For Tasks A and B, we used a Ridge Regression
model trained over unigrams extracted from the
age 11 essays to predict each of the psychologi-
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Total Anxiety Depression

R-Dis MAE R-Dis MAE R-Dis MAE

Baselines
Gender 0.220 6.428 0.065 0.717 0.152 1.098

Social Class 0.195 6.398 -0.001 0.715 0.163 1.092
Gender+Soc. Class 0.291 6.278 0.011 0.714 0.214 1.086

Ridge-Unigrams 0.493 6.038 0.191 0.704 0.433 1.048
Participant Systems

Çöltekin et al. 0.579 5.615 0.153 0.630 0.467 0.968
UGent – IDLab 1 0.567 5.691 0.195 0.476 0.454 1.004

UKNLP 1 0.559 5.695 0.222 0.526 0.433 0.951
UKNLP 2 0.521 5.839 0.092 0.516 0.340 0.944

Simchon & Gilead 0.521 5.677 0.111 0.475 0.390 0.947
UGent – IDLab 2 0.514 5.688 0.176 0.697 0.419 1.019

Liu et al. 0.475 5.803 0.076 0.819 0.361 1.036
TTU 0.461 6.050 0.142 0.704 0.330 1.055

Guntuku et al. 0.443 6.142 0.235 0.700 0.362 1.050

Table 3: Results for Task A, measured using both the Disattenuated Pearson R and the Mean Absolute
Error. The Total Disattenuated R is the official ranking metric. Bold indicates the best result among
participants for each column.

cal health outcomes. Unigrams were restricted to
those used by at least 1% of users (roughly 1,000
unigrams) and encoded as both booleans and rela-
tive frequencies. The ridge penalty was tuned us-
ing cross validation over the entire training set.
In addition to the unigrams baseline, we train
Ridge Regression models using only the socio-
demographic control variables. We produce gen-
der, social class, and gender + social class base-
lines against which to compare. We encode social
class both using a six-point scale and as one-hot
features. To produce the age 50 baseline predic-
tions, where no training data was provided, we
used the average of the age 23, 33, and 42 pre-
dictions.

We used the OpenNMT-py library (Klein et al.,
2017) to train a baseline model for the Inno-
vation Challenge. This model, an LSTM En-
coder/Decoder, used 2048-dimensional word em-
beddings and hidden states, but otherwise used the
library default settings. 500 instances from the
training set were held out for parameter tuning.

5 Participant Approaches and Results

This section summarizes the approaches taken by
participants for each of the tasks, as well as the re-
sults obtained by each. Participants were allowed
to submit up to two times per task. Overall, there

were twenty submissions across eight teams.2

5.1 Task A
Seven teams participated in Task A, with two
teams submitting twice, for a total of nine sub-
missions. An overview of the approaches taken
is provided in Table 2. Most teams used some
form of regularized linear regression in their mod-
els, though using an ensemble of techniques was
common. Neural networks were also tried, though
typically in conjunction with linear models.

Table 3 shows the results of Task A. Despite
the complexity of some of the submitted systems,
the top performing team, Çöltekin et al., simply
used regularized linear regression with character-
and word-level n-gram features. From the partic-
ipant system descriptions, we believe this was the
only system to use character n-grams in addition
to word n-grams.

The second place system, UGent – IDLab 1, is
an ensemble of many different techniques: ridge
regression, SVMs, boosting, and CNNs, RNNs,
and feed-forward neural networks. They con-
sidered multiple feature types, including TF-IDF,
number of spelling mistakes, average word length,

2Twenty teams signed up to participate but only 8 teams
submitted predictions in the end. Some teams that did not
submit cited the tight timeline and being dissatisfied with re-
sults as reasons for dropping out.
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Avg. 23-42 Age 23 Age 33 Age 42 Age 50*

R-Dis MAE R-Dis MAE R-Dis MAE R-Dis MAE R-Dis MAE

Baselines
Gender 0.282 1.19 0.366 1.13 0.262 1.10 0.217 1.35 0.236 1.33

Social Class 0.088 1.22 0.168 1.17 0.126 1.10 -0.029 1.39 0.079 1.36
Gender+Soc. Class 0.293 1.18 0.404 1.11 0.284 1.09 0.192 1.35 0.247 1.33

Ridge-Unigrams 0.295 1.20 0.406 1.14 0.283 1.09 0.197 1.37 0.257 1.34
Participant Systems

Çöltekin et al. 0.319 1.09 0.443 1.01 0.318 0.99 0.196 1.28 — —
TTU 0.314 1.18 0.457 1.09 0.277 1.09 0.208 1.35 — —

UKNLP 1 0.306 1.09 0.431 1.01 0.290 0.98 0.198 1.28 0.231 1.30
Guntuku et al. 0.290 1.12 0.387 1.06 0.271 1.01 0.211 1.28 0.008 1.42

Simchon & Gilead 0.276 1.08 0.454 0.99 0.246 0.95 0.128 1.31 0.301 1.29
Radford et al. 1 0.230 1.17 0.396 1.08 0.105 1.08 0.189 1.34 0.209 1.39

UKNLP 2 0.226 1.15 0.378 1.04 0.188 0.99 0.112 1.42 0.168 1.35
Liu et al. 0.202 1.39 0.227 1.45 0.233 1.18 0.146 1.55 — —

Radford et al. 2 0.179 1.17 0.368 1.09 -0.040 1.10 0.210 1.33 0.214 1.37

Table 4: Results for Task B, measured using both the Disattenuated Pearson R and the Mean Absolute
Error. The official ranking metric is the average Disattenuated R across ages 23, 33, and 42. Bold
indicates the best result among participants for each column. *Participants were not required to submit
predictions for age 50, for which no training data was provided to simulate a true prospective prediction.

and sentiment. Like this UGent – IDLab team,
many of the top systems used ensemble tech-
niques; their strong performance is likely due to
using a combination of models that were able to
pick up on different signals in the data.

The results for depression generally followed
a similar ordering to the total scores, with teams
that performed better at predicting the total BSAG
scores also doing well at predicting the depression
scores. However, this was not the case for anx-
iety. There, the performance was somewhat ran-
dom across the teams, with the top performing sys-
tem for anxiety, Guntuku et al., having the lowest
performance for the total scores.

Out of the nine submissions, six systems beat
our Ridge-Unigrams baseline for total BSAG,
three for anxiety, and two for depression. The
socio-demographic control baselines performed
significantly worse than the language-based sys-
tems.

5.2 Task B

Task B received nine submissions from seven
teams. An overview of the participant systems is
shown in Table 2 and the results are in Table 4.

The top performing system was submitted by
Çöltekin et al. As with Task A, they trained a lin-

ear regression model with L2 regularization over
character and word n-gram features. Their system
obtained the highest average disattenuated R for
ages 23, 33, and 42, as well as the highest R-Dis
for age 33 itself. Çöltekin et al. indicated that
this model was actually intended to be their ‘base-
line system’, but they found it to out-predict more
sophisticated models such as Poisson regression
and deep networks. This is also supported by the
overall results in that submissions indicating use
of neural nets (CNNs, RNNs, or FFNNs) came in
lower positions but still mostly within the upper-
half of rankings.

TTU had the highest R-Dis for age 23, as well as
the second-best performing system overall. They
used a linear mixed-effects regression model with
intercepts based on the gender and social class
controls. Their features included a number of
lexica including LIWC (Pennebaker et al., 2015),
the Moral Foundations Dictionary (Graham et al.,
2009), and LDA-derived terms. Of significance,
this was the only system that did not simply treat
the controls as additional features. Instead, by us-
ing intercepts based on the controls, their model
focused on using the essays to predict what was
not accounted for by the controls.

Overall, our baselines were very strong,
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BLEU W2V Sim.

Baselines
LSTM 0.413 0.759

Participant Systems
Liu et al. 1 0.246 0.866
Liu et al. 2 0.114 0.804

Table 5: Results for the Innovation Challenge,
measured using the BLEU score and the cosine
similarity between document word embeddings.
Bold indicates the best result among participants
for each column.

with Gender, Gender+Social Class, and Ridge-
Unigrams all performing competitively with the
participant systems. Surprisingly, the Gender
baseline produced the single best result across all
systems at age 42.

The age 50 predictions were challenging, as
they were out-of-sample across both time and peo-
ple. A common technique was to simply reuse
the age 42 predictions or, in the case of our base-
line model, to take the average across the age 23,
33, and 42 predictions. In contrast, Simchon &
Gilead used time series analysis to produce the age
50 predictions, which ultimately ended up signif-
icantly outperforming the other systems. As one
might expect, the performance of all systems gen-
erally worsened the farther in the future they were
asked to predict. However, the strong performance
of Simchon & Gilead’s approach suggests that this
task is still doable.

5.3 Innovation Challenge

The results for the Innovation Challenge are
shown in Table 5. There were two submissions,
both by Liu et al. This was a very difficult task,
both due to the very small training set size (by
deep learning standards) and the difficulty of pre-
dicting the answer to an open-ended question forty
years in the future.

The top submission, Liu et al. 1, generates the
age 50 essays using an RNN. The generated es-
says are coherent, using full sentences and rea-
sonable grammar. However, these outputs suffer
from a common problem with deep learning ap-
proaches to language generation: the model has
simply memorized the training set, rather than
learning to produce novel text. A comparison be-
tween the generated essays from Liu et al. 1 and
the training set shows that 99.6% of trigrams ap-

pearing in the generated essays also appear in the
training set. In addition, 31.9% of the generated
essays appear in their entirety in the training set.

The second submission, Liu et al. 2, uses both
RNNs and LSTMs for generation. It’s not surpris-
ing that this more complicated model would per-
form worse than the simpler Liu et al. 1, given
that the overall training set size is quite small. Un-
like the previous submission, the generated essays
from this model are often nonsensical, with out-
puts such as:

still working in the same as i am still
working and enjoying my children and
enjoy my children and enjoy my children
and enjoy my children...

This repetition of words or phrases is another com-
mon problem in language generation, often stem-
ming from a lack of training data.

Despite obtaining a decent BLEU score, our
baseline system suffers from a similar repetition
problem. The limitations of BLEU, as outlined in
Section 4.2, are evidenced by the inflated score for
the baseline system. The Embedding Similarity
score more reasonably reflects the quality of the
generated essays, based on our own observations.

Instead of attempting to generate the age 50 es-
says themselves, an alternative would be to pre-
dict the relative frequency of words deemed psy-
chologically relevant according to literature (e.g.
singular versus plural pronouns; ‘excited’, ‘hate’,
‘friends’). This problem is likely simpler, as it can
be approached using regression instead of genera-
tion, but would still capture meaningful aspects of
language for further analysis. We also suggest fu-
ture systems consider pretraining or creating em-
beddings using deep learning over a larger data set
of childhood writing and then fitting such models
to this specific data.

5.4 Discussion

Considering the results in relation to the clinical
use of childhood essays to assess mental health,
several points are of significance. First, we saw a
gradual trend of psychological outcomes becom-
ing more difficult to predict, with age 11 BSAG
scores being easiest (though a different type of
outcome) and age 42 psychological distress being
the hardest. This suggests that, as one might ex-
pect, the difficulty of a mental health prediction in-
creases as its temporal distance from the observed
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language increases. Still, age 50 psychological
distress was predicted better than 42.

Predominantly, essay-based predictions were
more accurate than those from gender and social
class alone. Thus, such assessments seem at least
valuable in situations where mental health assess-
ments are not easily available. They also sug-
gest promise in situations where thorough men-
tal health assessment is already available, but it
is not clear if there is an incremental advantage
at this point. For example, a Ridge Regression
model trained on age 11 anxiety, depression, and
total BSAG scores, along with the gender and so-
cial class controls, obtained an average R-Dis of
.348 for predicting psychological distress at ages
23, 33, and 42, which slightly outperformed par-
ticipating systems that were based only on the es-
says, gender, and social class. This result provides
a good target for future researchers to work to-
wards.

Based on the current results, essay-based as-
sessments may be most valuable where adminis-
tering detailed assessments is particularly costly
or burdensome (relative to the cost or burden of
collecting open text), or where a wider set of non-
theory driven information is likely to be especially
valuable. In the end, we see this consistent re-
sult, across all teams using a variety of approaches,
as evidence for the strength of language-based as-
sessments for current and future mental health.

We suggest next steps toward clinical use in-
clude: (1) continued improvement of model pre-
dictive accuracy, (2) further evaluation of the sta-
tistical and psychometric properties of such as-
sessments in comparison to existing standards, and
(3) careful trial deployment of language-based as-
sessments in clinical practices — only seen by
trained and experienced mental health profession-
als who would evaluate their utility and ultimately
guide us toward a randomized controlled trial of
language-based assessments within clinical treat-
ment regimens.

6 Conclusion

The CLPsych 2018 shared task sought to exam-
ine the power of childhood essays as a predictor
of lifetime mental health. Task A took a cross-
sectional approach, using essays written at age 11
to predict mental well-being outcomes from the
same age. Looking towards the long term, Task
B used the age 11 essays to estimate psychologi-

cal distress across multiple life stages. The Inno-
vation Challenge, which tasked participants with
generating language forty years in the future, was
intended to motivate a more open-vocabulary ap-
proach to psychological health predictions. The
unique data for this task, following a nationally
representative cohort of over 10,000 children over
their lifetimes, is made available via the UK Data
Service for further research use,3 thus providing a
resource for making further advances towards ef-
fective clinical use of computational linguistics.
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